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NETGEAR

ProSAFE® Intelligent Edge Managed Switches Data Sheet

M4300 series

The NETGEAR® M4300 Stackable Switch Series delivers L2/L3/L4 and IPv4/
IPv6 cost-effective services for mid-enterprise edge with full PoE+ and

SMB core deployments with unrivalled ease of use: 10 Gigabit models can
seamlessly stack with 1 Gigabit models within the series, enabling spine and
leaf line-rate stacking topologies. Non-stop forwarding (NSF) virtual chassis
architectures provide advanced High Availability (HA) with hitless failover
across the stack. Dual redundant, modular power supplies equipping full width
models contribute to business continuity management. Layer 3 feature set
includes static, dynamic and policy-based routing — as standard. Perfect for
wireless access, unified communications and IP video, the NETGEAR M4300

Highlights

Switch Series is also ready for the future, with Software-defined Network
(SDN) and OpenFlow 1.3 enabled for your network.

NETGEAR Intelligent Edge Switch solutions combine the latest advances in
hardware and software engineering for higher flexibility, lower complexity
and stronger investment protection, at a high-value price point.

Best-in-class stacking

- M4300 is flexible enough for mixed
stacking between 10 Gigabit and 1 Gigabit
models, using any 10G port with any media
type (RJ45, SFP+, DAC cables)

- High-availability is another key differentiator
for stackable solutions: in case of a master
switch failure, NSF and hitless failover
ensure the standby switch takes over while
forwarding plane continues to forward
traffic on the operational stack members
without any service interruption

Higher flexibility

- Two half-width M4300 switches can be
paired in a single rack space for redundant
Top of Rack installations with Auto-iSCSI
prioritization

- 10 Gigabit ports are all independent and
1G backward compatible for progressive
transition to 10G speeds

Lower complexity

- Entire feature set including L2 switching
(multi-tiered access control) and L3 routing
(static, RIP, OSPF, VRRP, PIM, PBR) is
available without license

- DHCP/BootP innovative auto-installation
including firmware and configuration file
upload automation

Investment protection

- Line-rate spine and leaf stacking topologies
offer multiple possibilities in server rooms,
in branch collapsed cores or at the edge of
growing networks

- Even if an organization is not ready for SDN,

OpenFlow support offers future-ready
design for maximum investment protection
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Secure services

- With successive tiering, the Authentication
Manager allows for authentication methods
per port for a tiered authentication based
on configured time-outs

- With BYOD, tiered Dot1x -> MAB ->
Captive Portal authentication is powerful
and simple to implement with strict policies

Industry standard management

- Industry standard command line interface
(CLI), functional NETGEAR web interface
(GUI), SNMP, sFlow and RSPAN

- Single-pane-of-glass NMS300
management platform with centralized
firmware updates and mass-configuration
support

Industry leading warranty

- NETGEAR M4300 series is covered under
NETGEAR ProSAFE Lifetime Hardware
Warranty*

- 90 days of Technical Support via phone and
email, Lifetime Technical Support through
online chat and Lifetime Next Business Day
hardware replacement
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M4300 series
Hardware at a Glance

FRONT REAR MANAGEMENT
10G models Form- Switching 100/1000/10GBASE-T 1000/10GBASE-X Out-of-band
Model name Factor Fabric RJ45 ports SFP+ ports Psu Fans Console Model number
Half-width Modular . Ethernet: Out-of-band 1G port (Front)
. 8 ports 8 ports Fixed )
M4300-8X8F Tunit U1 350 Gps (independent) (independent) 103y | Front-to-back | CoNsole: RU4S R5232 (Front) XSM43165
2-unit 1U 100M- 1G: 10G 1C10G 1 PSU included 36,948 Console: Mini-USB (Front)
rack mount T ' APS250W ) Storage: USB (Front)
Half-width Modular . Ethernet: Out-of-band 1G port (Back)
B 12 ports 12 ports Fixed )
M4300-12X12F Junit Ty 480 Gps (independent) (independent) 1 bay Front-to-back Console: RJ45 R5232 (Back) XSM4324S
2-unit 1U 100M-1G: 10G 16106 1 PSU included: 36.0d3 Console: Mini-USB (Front)
rack mount o ! APS250W ’ Storage: USB (Front)
Half-width Modular . Ethernet: Out-of-band 1G port (Back)
M4300-24X 1t U1 480 Gps 24 ports (sh:rgg back) 1bay Front e bac. | ConSole: RJ45 R5232 (Bac) XSM4324CS
2-unit 1U P T00M; 1G; 10G 1G; 1'OG 1 PSU included: 3748 Console: Mini-USB (Front)
rack mount ' APS250W Storage: USB (Front)
Full width 24 ports 24 ports hgosa uI:r Fixed Ezhfsrgg R?:gggzb; ; %grgn?;) rt (Front)
M4300-24X24F 1-unit 1U 960 Gps (independent) (independent) y‘ ded: Front-to-back | : h XSM4348S
rack mount 100M-1G: 10G 16106 1 PSU included: 35848 Console: Mini-USB (Front)
o ! APS250W ’ Storage: USB (Front)
. Modular . Ethernet: Out-of-band 1G port (Back)
Full width 4 ports Fixed )
M4300-48X T-unit U | 960 Gps ; 43 pf’,t? (shared) . 2 bayfd 4 | Front-to-back CO”SO:‘S_ 345 RS;% (Back) XSM4348CS
rack mount 00M; 1G; 10G 16106 SU included: 20348 Console: Mini-USB (Front)
. APS250W Storage: USB (Front)
FRONT REAR MANAGEMENT
10/100/ 100/1000/
1G models Form- Switching 1000 10G 1%%2?_26 PSU Fans Out-of-band Model number
Model name Factor Fabric BASE-T BASE-T SFP+ ports Console
RJ45 ports RJ45 ports P
M4300-28G Full width | 128 Gps 24 ports 2 ports 2 ports Modular Fixed Ethernet: Out-of-band 1G port (Front) | GSM4328S
T-unit 1U (independent) (independent) 2 bays Front-to-back | Console: RJ45 RS232 (Back)
rack mount T00M; 1G; 10G 1G; 10G 1 PSU included: Console: Mini-USB (Front)
APS150W 303dB | storage: USB (Front)
M4300-52G Full width | 176 Gps 48 ports 2 ports 2 ports Modular Fixed Ethernet: Out-of-band 1G port (Front) | GSM4352S
T-unit 1U (independent) (independent) 2 bays Front-to-back | Console: RJ45 RS232 (Back)
rack mount T00M; 1G; 10G 1G; 10G 1 PSU included: Console: Mini-USB (Front)
APST50W 31.5d8 | siorage: USB (Front)
M4300-28G-PoE+ | Fullwidth | 128 Gps 24 ports 2 ports 2 ports Modular Fixed Ethernet: Out-of-band 1G port (Front)
T-unit TU PoE+ (independent) (independent) 2 bays Front-to-back | Console: RJ45 RS232 (Back)
rack mount 100M; 1G; 10G 1G; 10G Console: Mini-USB (Front)
39.8dB Storage: USB (Front)
110V/220V  480W PoE Budget with 1 PSU 1 PSU included GSM4328PA
ACinput  480W PoE Budget with 2 PSUs in RPS mode APS550W
720W PoE Budget with 2 PSUs in EPS mode
110V | 630W PoE Budget with 1 PSU 1 PSU included: GSM4328PB
ACinput | 630W PoE Budget with 2 PSUs in RPS mode APST1000W
720W PoE Budget with 2 PSUs in EPS mode
220V | 720W PoE Budget with 1 PSU
ACinput | 720W PoE Budget with 2 PSUs in RPS mode
M4300-52G-PoE+ | Fullwidth | 176 Gps 48 ports 2 ports 2 ports Modular Fixed Ethernet: Out-of-band 1G port (Front)
T-unit TU PoE+ (independent) (independent) 2 bays Front-to-back | Console: RJ45 RS232 (Back)
rack mount 100M; 1G; 10G 1G; 10G RPS connector 39.8dB Console: Mini-USB (Front)
Storage: USB (Front)
110V/220V  480W PoE Budget with 1 PSU 1 PSU included: External RPS4000 for power redundancy (RPS) when GSM4352PA
ACinput  480W PoE Budget with 2 PSUs in RPS mode APS550W 2 internal PSUs are used in EPS mode
720W PoE Budget with 2 PSUs in EPS mode
170V | 591W PoE Budget with 1 PSU 1 PSUincluded: |  External RPS4000 for power redundancy (RPS) when GSM4352PB
ACinput | 591W PoE Budget with 2 PSUs in RPS mode APS1000W 2 internal PSUs are used in EPS mode
1,010W PoE Budget with 2 PSUs in EPS mode
220V | 860W PoE Budget with 1 PSU
ACinput | 860W PoE Budget with 2 PSUs in RPS mode
1,440W PoE Budget with 2 PSUs in EPS mode

PoE models: APS550W and APST000W cannot be mixed and matched. A switch can only have two APS550W, or two APSTOOOW. PA versions can be upgraded to PB, but their APSS50W must be replaced by
APS1000W (and reversely).
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M4300 series
Software at a Glance
LAYER 3 PACKAGE
Spannin
IPv4/IPv6 panning
" IPv4/IPv6 IPv4 / IPv6 Tree . IPv4/1Pv6 IPv4/IPv6 IPv4/IPv6
g/;?gsl Management Enhg?']actg:‘r?e/nts A((ZQLOaSnd Multicast Policing and VLANSs PoTr;ugll%nn%e\ Authentica- Static Dynamic n’\lj‘r(r)w?)?elr
ey filtering Convergence Green tion Security Routing Routing
DiffServ Ethernet
M4300 Out-of-band; Stacking NSF Ingress/ IGMPv3 Auto-VolP STP, MTP, Static, Distributed Successive | Port, Subnet, IPv4: RIP, All
series Web GUI; witth Hitless egress MLDv2 RSTP Dynamic, LAG across Tiering VLAN VRRP models
HTTPs; Failover Snooping, Auto-ISCs the stack routing,
cL 1 Kbps Proxy PV(R)STP' Voice, MAC (DOT1X; DHCP Relay IPv4/IPv6
Telnet: SSH Link Dependency shaping ASM & SSM Policy-based Static or MAB; ' OSPF,
' (Enable or Disable | Time-based routing BPDU/STRG GVRP/ Dynamic Captive Multicast Proxy ARP,
SNMP, MIBs | one or more ports oo Rt IGMPV1,v2 (PBR) Root Guard GMRP LACP Portal) static routes; PIM-SM,
RSPAN based on the link ingle Rate uerier 2 PIM-DM,
state of one or Policing Q LLDP-MED 8OEzEE3 ) QinQ, Seven (7) DHCP Stateful 6-to-4
Radius Users, more different Control Packet ( az Private L2/L3/L4 Snooping DHCPV6 tunnels
TACACS+ ports) Flooding VLANS hashing Dynamic Server
algorithms ARP
Syslog and Packet Inspection
Captures can
be sent to USB IP Source
storage Guard
" CLlonly
2 Future firmware upgrade
Performance at a Glance
TABLE SIZE*
Multicast
MAC Routing / Throuah- Application Packet IP Multicast IGMP
Model name ARP/ Switching 9 Route Latency Forwarding Group CPU VLANSs DHCP sFlow Model number
. put ] Buffer .
NDP Capacity Scaling Entries member-
ship
M4300-24X24F 128K 960 714 Static: 56Mb 64-byte 1,024 1Pv4 2K IPv4 CPU 4K DHCP 416 XSM4348S
M4300-48X MAC Gbps Mpps 64v4 800 VLANs Server samplers | XSM4348CS
v o e M4300-24X24F 51216 | 2KIPVE | by o o ’
8K ARP/ | Line-rate <2.39ps 10G RJ45 416
NDP RIP: 512 <0.88us 10G SFP+ 1GB IPv4 pollers
RAM 256
OSPF M4300-48X pools 8
12,000 <2.47ps 10G RJ45 256MB receivers
<1.517us 10G SFP+ Flash IPv6
16 pools
M4300 other 16K Upto Up to Static M4300- M4300-8X8F: 96 IPv4 All other
models MAC 480 357 64v4/ 12X12F <2.43ps 10G RJ45 models
Gbps Mpps 64v6 32Mb | <0.89us 10G SFP+ 321pv6
2K ARP/
NDP All RIP: 512 Others: All others:
models 16Mb <2.76us 10G RJ45
Line-rate OSPF:512 <1.83us 10G SFP+

For mixed stacking between more capable devices and less capable devices, SDM mixed stacking template is used based on “least common denominator” set of capacities and capabilities

HEEEEOoEB HoDEHEEEEm
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Product Brief

ProSAFE® M4300 Stackable L3 Managed Switch Series comes

with 10G and 1G models in a variety of form factors and PoE+ full
provisioning. SDN-ready with OpenFlow 1.3, M4300 Switch Series
delivers IPv4/IPv6 rich services for mid-enterprise edge and SMB
core with mixed stacking between 10 Gigabit and 1 Gigabit models.
Layer 3 feature set includes static and policy-based routing, RIP, VRRP,
OSPF, and Multicast PIM dynamic routing. M4300 is ideal for server
aggregation with Auto-iSCSI prioritization, wireless access, unified
communications and IP video.

NETGEAR M4300 series key features:

M4300 series

- Advanced IPv4/IPv6 security implementation including malicious
code detection, DHCP Snooping, IP Source Guard protection and DoS
attacks mitigation

- Innovative multi-vendor Auto-iSCSI capabilities for easier virtualization
optimization

NETGEAR M4300 series resiliency and availability features:

- Cost effective 1G access layer in campus LAN networks, and high
performance 10G distribution layer for midsize organizations networks

- Advanced Layer 2, Layer 3 and Layer 4 feature set - no license
required - including Policy Based Routing, RIP, VRRP, OSPF and PIM

- Innovative mixed “Spine and Leaf”, 1G and 10G stacking with nonstop
forwarding and hitless failover redundancy

- Low acoustics, half-width 16-port and 24-port 10G models can be
paired in a single rack space for redundant Top of Rack

- Up to 384 (Gigabit) ports, or 384 (10 Gigabit) ports, or a combination
of both in a single logical switch

- PoE+ (30 watts per port) with hot swap, redundant power supplies
and full provisioning

- 48-port 10G models ultra-low latency and scalable table size with
128K MAC, 8K ARP/NDP, 4K VLANS, 12K routes

- Mixed Stack of 1G and 10G models provides 16K MAC, 2K ARP/NDP,
4K VLANs and 512 routes

- SDN-Ready OpenFlow 1.3 support for maximum investment
protection

NETGEAR M4300 series software features:

- Dual redundant, modular power supplies equipping full width models
contribute to business continuity management

- Vertical or horizontal flexible stacking with management unit hitless
failover and nonstop forwarding across operational stack members

- Spine and leaf architecture with every leaf switch (1G access switches)
connecting to every spine switch (distributed 10G “core” switches)

- Stacking and distributed link aggregation allow for multi-resiliency with
zero downtime and load balancing capabilities

- Link Dependency new feature enables or disables ports based on the
link state of different ports

- Per VLAN Spanning Tree and Per VLAN Rapid Spanning Tree (PVSTP/
PVRSTP) offer interoperability with PVST+ infrastructures

NETGEAR M4300 series management features:

- Advanced classifier-based, time-based hardware implementation for
L2 (MAC), L3 (IP) and L4 (UDP/TCP transport ports) security and
prioritization

- Selectable Port-Channel / LAG (802.3ad - 802.1AX) L2/L3/L4
hashing for fault tolerance and load sharing with any type of Ethernet
channeling

- Voice VLAN with SIP, H323 and SCCP protocols detection and LLDP-
MED IP phones automatic QoS and VLAN configuration

- Efficient authentication tiering with successive DOT1X, MAB and
Captive Portal methods for streamlined BYOD

- Comprehensive IPv4/IPv6 static and dynamic routing including Proxy
ARP, OSPF, Policy-based routing and automatic 6-to-4 tunneling

- Enhanced IPv4/IPv6 multicast forwarding with IGMPv3/MLDv2 ASM
and SSM Proxy and Control Packet Flooding protection

- High performance IPv4/IPv6 multicast routing with PIM timer
accuracy and unhandled PIM (S,G,rpt) state machine events
transitioning

- DHCP/BootP innovative auto-installation including firmware and
configuration file upload automation

- Industry standard SNMP, RMON, MIB, LLDP, AAA, sFlow and RSPAN
remote mirroring implementation

- Service port for out-of-band Ethernet management (OOB)

- Standard RS232 straight-through serial RJ45 and Mini-USB ports for
local management console

- Standard USB port for local storage, logs, configuration or image files

- Dual firmware image and configuration file for updates with minimum
service interruption

- Industry standard command line interface (CLI) for IT admins used to
other vendors commands

- Fully functional Web console (GUI) for IT admins who prefer an easy to
use graphical interface

- Single-pane-of-glass NMS300 management platform with mass-
configuration support

NETGEAR M4300 series warranty and support:

- NETGEAR ProSAFE Lifetime Hardware Warranty*
- Included Lifetime Technical Support
- Included Lifetime Next Business Day Hardware Replacement
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Modern access layer features highlights

High Density Layer 2/Layer 3/Layer 4 Stackable Switch Solution

M4300 switch series supports Nonstop Forwarding
(NSF) virtual chassis stacking with up to 384 ports in a
single logical switch, with hitless management failover

- Any 10G port (copper, fiber) and any media type (RJ45, SFP+, DAC) can be used for stacking on any

M4300 model

- Hot-swappable stacking of up to 8 units, vertical or horizontal
- 10G models can stack with 1G models in legacy dual ring topologies, or innovative spine and leaf topologies

- L2, L3 and L4 switching features (access control list, classification, filtering, IPv4/IPv6 routing, IPv6 transi-

tion services) are performed in hardware at interface line rate for voice, video, and data convergence

M4300 series Layer 3 software package provides advanced IPv4/IPv6 fault tolerant routing capabilities for interfaces, VLANSs, subnets and multicast

Example of single or dual ring topology:

10G links
(Copper, Fiber)

1G models: up to (4) 10G ports per switch can be
used for stacking (depending on inter-switch links
oversubscription requirements)

Example of spine and leaf topology:

10G “Spine” Switches

10G links
(Copper, Fiber)

1G “Leaf” Switches

10G models: up to (16) 10G ports per switch can be used for stacking
(again, depending on oversubscription requirements between switches)

Best value switching performance:

48p 10G models: 128K MAC address table, 4K concurrent VLANs and 12K Layer 3 route table size for the most demanding enterprise or campus networks

All other models: 16K MAC address table, 4K concurrent VLANs and 512 Layer 3 route table size for typical midsize environnements

Mixed stacking between more capable and less capable devices uses SDM template based on “least commom denominator” set of capacities and capabilities

Each switch provides line-rate local switching and routing capacity

80 PLUS certified power supplies for energy high efficiency

Full width models come with two PSU bays and one modular power supply: a second PSU (sold separately) will add 1+1 power redundancy

Increased packet buffering with up to 72 Mb (48p 10G models), 32 Mb (24p 10G models) and 16 Mb (all other models) for most intensive applications

Low latency at all network speeds, including 10 Gigabit copper and fiber interfaces

Jumbo frames support of up to 9Kb accelerating storage performance for backup and cloud applications

iSCSI Flow Acceleration and Automatic Protection/QoS
for virtualization and server room networks containing
iSCSl initiators and iSCSI targets

- Detecting the establishment and termination of iSCSI sessions and connections by snooping packets used
in the iSCSI protocol

- Maintaining a database of currently active iSCSI sessions and connections to store data, including classifier
rules for desired QoS treatment

- Installing and removing classifier rule sets as needed for the iSCSI session traffic

- Monitoring activity in the iSCSI sessions to allow for aging out session entries if the session termination
packets are not received

- Avoiding session interruptions during times of congestion that would otherwise cause iSCSI packets to be
dropped
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SDN-ready, M4300 OpenFlow feature enables the
switch to be managed by a centralized OpenFlow Con-
troller using the OpenFlow protocol

- Support of a single-table OpenFlow 1.3 data forwarding path
- The OpenFlow feature can be administratively enabled and disabled at any time

- The administrator can allow the switch to automatically assign an IP address to the OpenFlow feature or to
specifically select which address should be used

- The administrator can also direct the OpenFlow feature to always use the service port (out-of-band
management port)

- The Controller IP addresses are specified manually through the switch user interface
- The list of OpenFlow Controllers and the controller connection options are stored in the Controller Table

- The OpenFlow component in M4300 software uses this information to set up and maintain SSL
connections with the OpenFlow Controllers

- M4300 implements a subset of the OpenFlow 1.0.0 protocol and a subset of the OpenFlow 1.3

- It also implements enhancements to the OpenFlow protocol to optimize it for the Data Center
environment and to make it compatible with Open vSwitch

Tier 1 availability

Virtual Chassis Stacking technology upsurges overall
network availability, providing both better resiliency in
network architectures, and better performance with
advanced load balancing capabilities between network
uplinks

- Up to (8) M4300 switches can be aggregated using a virtual back plane and a single console or web
management interface

- There is no 10G port pre-configured as Stacking port: all 10G ports are configured in Ethernet mode
by default

— Port configuration can be changed to Stack mode in Web GUI (System/ Stacking/Advanced/Stack-port
Configuration)

— Or using CLI command << #stack-port unit/slot/port stack >> in Stack Global Configuration section
- Other devices in the network see the stack as a single bridge or a single router

- Within the stack, a switch is elected (or chosen based on priority settings) as the “management unit”
responsible for the stack members’ routing tables

- Another switch is designated (or chosen based on priority settings) as an alternate, backup management
unit

- In typical spine and leaf architectures, 10G “spine” switches are meant to handle management unit and
backup management unit roles

- The Nonstop Forwarding (NSF) feature enables the stack to secure forwarding end-user traffic when the
management unit fails

- Nonstop forwarding is supported for the following events:
— Power failure of the management unit
— Other hardware failure causing the management unit to hang or to reset
— Software failure causing the management unit to hang or to reset
— Failover initiated by the administrator
— Loss of cascade connectivity between the management unit and the backup unit

- As the backup management unit takes over, end-user data streams may lose a few packets, but do not
lose their IP sessions, such as VolIP calls

- Instant failover from management unit to redundant management unit is hitless for world-class resiliency
and availability

- Back to normal production conditions, hitless failback requires a command in CLI or in GUI, for more control

Adding a second PSU to full width models enables redundant 1+1 power protection and contributes to business continuity management

Distributed Link Aggregation, also called Port Channeling
or Port Trunking, offers powerful network redundancy
and load balancing between stacked members

- Servers and other network devices benefit from greater bandwidth capacity with active-active teaming
(LACP—Ilink aggregation control protocol)

- From a system perspective, a LAG (Link Aggregation Group) is treated as a physical port by M4300 stack
for even more simplicity

Change Notification

Rapid Spanning Tree (RSTP) and Multiple Spanning Tree (MSTP) allow for rapid transitionning of the ports to the Forwarding state and the suppression of Topology
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NETGEAR PVSTP implementation (CLI only) follows - Including industry-standard PVST+ interoperability
the same rules than other vendor’s Per VLAN STP for

strict interoperability - PVSTP is similar to the MSTP protocol as defined by IEEE 802.7s, the main difference being PVSTP runs

one instance per VLAN
- In other words, each configured VLAN runs an independent instance of PVSTP

- FastUplink feature immediately moves an alternate port with lowest cost to forwarding state when the
root port goes down to reduce recovery time

- FastBackbone feature selects new indirect port when an indirect port fails

NETGEAR PVRSTP implementation (CLI only) follows - Including industry-standard RPVST+ interoperability
the same rules than other vendor's Per VLAN RSTP for

strict interoperability - PVRSTP is similar to the RSTP protocol as defined by IEEE 802.1w, the main difference being PVRSTP runs

one instance per VLAN
- In other words, each configured VLAN runs an independent instance of PVRSTP
- Each PVRSTP instance elects a root bridge independent of the other

- Hence there are as many Root Bridges in the region as there are VLANs configured

- Per VLAN RSTP has in built support for FastUplink and FastBackbone

IP address conflict detection performed by embedded DHCP servers prevents accidental IP address duplicates from perturbing the overall network stability

IP Event Dampening reduces the effect of interface flaps on routing protocols: the routing protocols temporarily disable their processing (on the unstable interface) until
the interface becomes stable, thereby greatly increasing the overall stability of the network

Ease of deployment

Automatic configuration with DHCP and BootP Auto Install eases large deployments with a scalable configuration files management capability, mapping IP addresses and
host names and providing individual configuration files to multiple switches as soon as they are initialized on the network

Both the Switch Serial Number and Switch primary MAC address are reported by a simple "show" command in the CLI - facilitating discovery and remote configuration
operations

M4300 DHCP L2 Relay agents eliminate the need - DHCP Relay agents process DHCP messages and generate new DHCP messages
Eatljr?gte 3 DHCP server on each physical network or - Supports DHCP Relay Option 82 circuit-id and remote-id for VLANs

- DHCP Relay agents are typically IP routing-aware devices and can be referred to as Layer 3 relay agents

Automatic Voice over IP prioritization with Auto-VolIP simplifies most complex multi-vendor IP telephones deployments either based on protocols (SIP, H323 and SCCP)
or on OUI bytes (default database and user-based OUIs) in the phone source MAC address; providing the best class of service to VolIP streams (both data and signaling)
over other ordinary traffic by classifying traffic, and enabling correct egress queue configuration

An associated Voice VLAN can be easily configured with Auto-VolP for further traffic isolation

When deployed IP phones are LLDP-MED compliant, the Voice VLAN will use LLDP-MED to pass on the VLAN ID, 802.1P priority and DSCP values to the IP phones,
accelerating convergent deployments

Versatile connectivity

24- and 48-port 1G models with 10G uplinks, including 2-port TOGBASE-T and 2-port TOGBASE-X SFP+

IEEE 802.3at Power over Ethernet Plus (PoE+) - |EEE 802.3at Layer 2 LLDP method and 802.3at PoE+ 2-event classification method fully supported for
provides up to 30W power per port using 2 pairs compatibility with most PoE+ PD devices
while offering backward compatilibity with 802.3af

16-, 24- and 48-port 10G models with a variety of TOGBASE-T and 10GBASE-X SFP+ interfaces

Large 10 Gigabit choice with SFP+ ports for fiber or short, low-latency copper DAC cables; T0GBASE-T ports for legacy Cat6 RJ45 short connexions (up to 50m) and
CatbA / Cat7 connections up to 100m

Automatic MDIX and Auto-negotiation on all ports select the right transmission modes (half or full duplex) as well as data transmission for crossover or straight-through
cables dynamically for the admin

Link Dependency feature enables or disables one or more ports based on the link state of one or more different ports

IPv6 full support with IPv6 host, dual stack (IPv4 and IPv6), multicasting (MLD for IPv6 filtering and PIM-SM / PIM-DM for IPv6 routing), ACLs and QoS, static routing
and dynamic routing (OSPFv3) as well as Configured 6to4 and Automatic 6to4 tunneling for IPv6 traffic encapsulation into IPv4 packets
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Ease of management and granular control

Dual firmware image and dual configuration file for transparent firmware updates / configuration changes with minimum service interruption

Flexible Port-Channel/LAG (802.3ad - 802.1AX) implementation for maximum compatibility, fault tolerance and load sharing with any type of Ethernet channeling
from other vendors switch, server or storage devices conforming to IEEE 802.3ad - including static (selectable hashing algorithms) - or to IEEE 802.1AX with dynamic
LAGs or port-channel (highly tunable LACP Link Aggregation Control Protocol )

Unidirectional Link Detection Protocol (UDLD) and Aggressive UDLD detect and avoid unidirectional links automatically, in order to prevent forwarding anomalies in a
Layer 2 communication channel in which a bi-directional link stops passing traffic in one direction

Port names feature allows for descriptive names on all interfaces and better clarity in real word admin daily tasks

SDM (System Data Management, or switch database) | - ARP Entries (the maximum number of entries in the IPv4 Address Resolution Protocol ARP cache for
templates allow for granular system resources routing interfaces)

distribution depending on IPv4 or IPv6 applications - IPv4 Unicast Routes (the maximum number of IPv4 unicast forwarding table entries)

- IPv6 NDP Entries (the maximum number of IPv6 Neighbor Discovery Protocol NDP cache entries)
- IPv6 Unicast Routes (the maximum number of IPv6 unicast forwarding table entries)

- ECMP Next Hops (the maximum number of next hops that can be installed in the IPv4 and IPv6 unicast
forwarding tables)

- IPv4 Multicast Routes (the maximum number of IPv4 multicast forwarding table entries)

- IPv6 Multicast Routes (the maximum number of IPv6 multicast forwarding table entries)

Loopback interfaces management for routing protocols administration

Private VLANs and local Proxy ARP help reduce broadcast with added security

Management VLAN ID is user selectable for best convenience

Industry-standard VLAN management in the command line interface (CLI) for all common operations such as VLAN creation; VLAN names; VLAN “make static” for
dynamically created VLAN by GVRP registration; VLAN trunking; VLAN participation as well as VLAN ID (PVID) and VLAN tagging for one interface, a group of interfaces
or all interfaces at once

Simplified VLAN configuration with industry-standard Access Ports for 802.1Q unaware endpoints and Trunk Ports for switch-to-switch links with Native VLAN

System defaults automatically set per-port broadcast, multicast, and unicast storm control for typical, robust protection against DoS attacks and faulty clients which
can, with BYOD, often create network and performance issues

IP Telephony administration is simplified with consistent Voice VLAN capabilities per the industry standards and automatic functions associated

Comprehensive set of “system utilities” and “Clear” commands help troubleshoot connectivity issues and restore various configurations to their factory defaults for
maximum admin efficiency: traceroute (to discover the routes that packets actually take when traveling on a hop-by-hop basis and with a synchronous response when
initiated from the CLI), clear dynamically learned MAC addresses, counters, IGMP snooping table entries from the Multicast forwarding database etc...

Syslog and Packet Captures can be sent to USB storage for rapid network troubleshooting

Replaceable factory-default configuration file for predictable network reset in distributed branch offices without IT personnel

All major centralized software distribution platforms are supported for central software upgrades and configuration files management (HTTP, TFTP), including in highly
secured versions (HTTPS, SFTP, SCP)

Simple Network Time Protocol (SNTP) can be used to synchronize network resources and for adaptation of NTP, and can provide synchronized network timestamp
either in broadcast or unicast mode (SNTP client implemented over UDP - port 123)

Embedded RMON (4 groups) and sFlow agents permit external network traffic analysis

Engineered for convergence

Audio (Voice over IP) and Video (multicasting) comprehensive switching, filtering, routing and prioritization

Auto-VolP, Voice VLAN and LLDP-MED support for IP phones QoS and VLAN configuration

IGMP Snooping and Proxy for IPv4, MLD Snooping and Proxy for IPv6, and Querier mode facilitate fast receivers joins and leaves for multicast streams and ensure mul-
ticast traffic only reaches interested receivers everywhere in a Layer 2 or a Layer 3 network, including source-specific (SSM) and any-source (ASM) multicast

Multicast VLAN Registration (MVR) uses a dedicated Multicast VLAN to forward multicast streams and avoid duplication for clients in different VLANs
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Distance Vector Multicast Routing Protocol (DVMRP)
is a dense mode multicast protocol also called Broad-
cast and Prune Multicasting protocol

- DVMRP uses a distributed routing algorithm to build per-source-group multicast trees

- DVMRP assumes that all hosts are part of a multicast group until it is informed of multicast group

changes

- It dynamically generates per-source-group multicast trees using Reverse Path Multicasting

- Trees are calculated and updated dynamically to track membership of individual groups

Multicast routing (PIM-SM and PIM-DM, both IPv4
and IPv6) ensure multicast streams can reach receiv-
ers in different L3 subnets

- Multicast static routes allowed in Reverse Path Forwarding (RPF) selection

- Multicast dynamic routing (PIM associated with OSPF) including PIM multi-hop RP support for routing

around damage advanced capabilities

- Full support of PIM (S,G,Rpt) state machine events as described in RFC 4601

- Improved Multicast PIM timer accuracy with hardware abstraction layer (HAPI) polling hit status for

multicast entries in real time (without caching)

PoE power management and schedule enablement

Power redundancy for higher availability when mission critical convergent installation, including hot-swap main PSU replacement without interruption

Layer 3 routing package

Static Routes/ECMP Static Routes